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Abstract—This article presents a new stereo matching algo-
rithm based on local method. The absolute difference (AD)
algorithm works fast and precise at low texture area, however this
algorithm is sensitive to radiometric distortions (i.e., contrast or
brightness) and low texture areas. To overcome these problems,
the proposed algorithm utilizes a combination of AD, gradient
difference (GM) and census transform (CT). The GM algorithm
is robust against the radiometric errors and CT algorithm
works well on the low texture regions. The proposed algorithm
performs much better based on the experimental results of the
Middlebury dataset. The disparity map from the result consists
of depth information which requires for the three-dimensional
(3D) surface reconstruction.

I. INTRODUCTION

Stereo matching is a work of establishing the correspon-
dence between a pair of images. The output from this process
is known as disparity map. The depth from the disparity
map is important for numerous fields such as virtual real-
ity and robotics. A precise disparity map is able to assist
robots to maneuver in actual situation. Moreover, the real-
istic world, disparity maps bring on a significant function in
three-dimensional (3D) reconstruction from the input images.
Disparity map shows crucial 3D information for assigning the
image pixels to precisely produce the depth of the dissimilar
detected objects when looking at the contrastive perspectives
[1]. Yet, depth estimation for disparity map is one of the
most challenging and delicate problems. In the past years,
many researches have been done to handle this difficulty
and good improvements have been succeeded. The disparity
map estimation comprises of finding the correspondence for
each pixel pair from two images. According to the taxonomy
proposed by Scharstein and Szeliski [2], there are four steps
to develop a stereo matching algorithm:

• Step 1: Matching cost computation (i.e., Matching pro-
cess at each pixel of left and right images)

• Step 2: Cost aggregation (i.e., Aggregate initial costs over
support region)

• Step 3: Disparity optimization (i.e., Select the disparity
level that optimized the function)

• Step 4: Disparity refinement (i.e., Post-processing to
refine the disparity map)

The disparity map development can be classified as global
or local optimization method. This classification is based on
the technique on how the disparity is calculated [3]. Local
approaches use the disparity based on the correspondence
between the pixel intensities (i.e., gray-scale, RGB colors,
texture patterns) inside a given local support window. These
approaches are also referred as window-based or region-
based methods. There are several approaches related to the
window-based such as fixed window [4], multiple window
[5] and adaptive window [6]. The methods use only local
data. Hence, they have a modest computational requirement
and low runtime. The disparity map is generated by choosing
the smallest matching cost from disparity candidates. This
selective technique is named as winner takes all (WTA) [7].
The execution of the local method produces fast runtime.
However, the quality is low, particularly in the region of depth
discontinuity.

On the other hand, global approaches determine the dis-
parity based on the minimizing a predefined global energy
function [8]. The measurement is taken from the global data
and a smoothness constraint from the neighbouring pixels [1].
The smooth function is utilized in the same region while
at the same time refines the object boundaries. There were
several techniques in global energy minimization which uses
a graph-based approach from Markov Random Field (MRF).
These techniques include graph cut (GC) method [9] and belief
propagation method [10]. The GC method applies the MRF
approach with a max-flow algorithm and minimum cut to the
energy flow composition. In contrast, the belief propagation
method uses the MRF graph by repetitively passing messages
from the current node to neighboring nodes. Global methods
can obtain great accuracy. Unfortunately they have high com-
putational requirement.

This paper proposes a combination of matching cost func-
tions to calculate more accurately the disparity map. The
proposed local-based algorithm uses a combination of three
different similarity measurements. It consists of absolute dif-
ference (AD), gradient difference (GM) and census transform
(CT). The aggregation step implemented using a guided filter
as proposed by He et al. [11]. The post-processing stage
uses the left-right consistency checking process to detect the
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invalid pixels and a bilateral filter to smooth the final disparity
maps. From the proposed algorithm, the accuracy level is
increased. This article is organized as follows. Section II dis-
cusses previous works in more details. Section III explains the
proposed stereo matching algorithm. Section IV demonstrates
the experimental arrangements and results. The conclusion is
given in Section V.

II. RELATED WORKS ON LOCAL STEREO MATCHING
ALGORITHM

Recently, numerous local methods have been developed
to obtain a disparity map [12]. There are some regularly
used similarity cost matching function through the window-
based techniques. They are the sum of absolute differences
(SAD) [13], sum of squared differences (SSD) and normalized
cross correlation (NCC) [14]. It is observed from all of these
works that the main problem of window based technique
is they normally assume that the pixels inside the support
region are having equal disparities. Actually, it is certainly
not effectual for pixels near edges or depth discontinuities.
Hence, incorrect deciding of the shape and size of the matched
window leads to wrong disparity value approximations. In
the work by Hu et al. [15], the virtual support window was
introduced which developed more complex solution to resize
the support windows. Another complex solution was proposed
by Inecke and Eggert [16] that implemented a modification
of normalized cross correlation (NCC) algorithm at matching
stage. Generally, local approaches show low quality at those
areas because of inappropriate assortment of the selected
window radius.

In previous development, the stage of cost aggregation (i.e.,
Step 2), the adaptive support weight (ASW) techniques [17]
acquired consideration because of good quality of disparity
map estimations. This approach delivers intensity similarity
on weighting between the support window. Therefore, for
every pixel, ASW marks the neighbouring pixels which have
higher support during the aggregation process. ASW offers a
constant weight sharing for smooth areas, thus maximizing
characteristic against noise and able to preserve the edge
features. However, support weight methods require individual
computation for every pixel in the neighborhood that will
increase computational cost and huge amount of memory.
Moreover, in the work of Kowalczuk et al. [6], two-stage
adaptive support weights (ASW) algorithms have been used,
with a combination of iterative refinement technique and
ASW based cost aggregation stage. Their work produces high
accuracy. However, the complexity of their work was also high
as it used ASW and iterative approaches in the same algorithm.
ASW approach requires high computational complexity to
adaptively determine the shape or texture.

Two established local disparity refinement techniques are
median filtering and Gaussian convolution. In the work by
Michael et al. [18], the disparity map refinement stage which
used median filter was developed for real time stereo vision al-
gorithm. Furthermore, modifications on median filter done by
Ma et al. [19] which used a constant time weighted technique.

Their results are shown high accuracy in removing noise and
error with respect to the edge of disparity map produced. An-
other approach is the Gaussian convolution which aggregates
a disparity estimation with those of its neighbours, accordant
to weights formed by a Gaussian distribution. This method
decreases the noise on the disparity map. Unfortunately the
Gaussian filter also decreases the amount of fine detail existing
in the final disparity map.

III. THE PROPOSED STEREO MATCHING ALGORITHM

The development of the proposed algorithm takes the steps
as illustrated in Fig. 1. The matching cost computation uses the
AD, GM and CT as a pixel based correspondence measure-
ments. The cost aggregation is implemented using a guided
filter. Then, the disparity optimization with WTA strategy is
absorbed by using the minimum aggregated corresponding
value for every valid pixel. The left-right cross consistency
checking is applied to discover the invalid regions due to
occlusion or matching error at untextured area. To get rid of
invalid pixels, the filling process is take place. The minimum
value of a valid pixel is chosen to replace the invalid pixels.
The final stage consists of implementing the bilateral filter to
remove the remaining noise which usually occur in previous
filling process.

A. Matching Cost Computation

In this sub-section, the proposed pixel-based matching stage
is using a combination of three pixel-based similarity mea-
surements. The AD(p, d), which relies only on the intensity
difference of two corresponding pixels in RGB channels on
the left image Il and right image Ir is given by Equation (1):

AD(p, d) =
∑

i∈{R,G,B}

|Iil (p)− Iir(p− d)| (1)

where the pixel of interest coordinates (x,y) represented by p,
i denotes the RGB channels number and d is disparity value.
The condition while applying the final absolute differences
AD′(p, d) is given by Equation (2):

AD′(p, d) =

{
τAD, if ADnew(p, d) > τAD,

ADnew(p, d), otherwise.
(2)

where τAD denotes the truncated value as implemented by [20]
to increase the robustness against the outliers. Meanwhile, the
gradient components for each image in horizontal direction
Gx and vertical direction Gy are given by Equation (3) and
Equation (4):

Gx =
[
1 0 −1

]
∗ I (3)

Gy =

 1
0
−1

 ∗ I (4)

where I is the image and ∗ is the convolution operation. Using
both gradient components, the gradient magnitude m is given
by Equation (5):

m =
√

G2
x +G2

y (5)
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Fig. 1. A stereo matching system.

The modulus of gradient operator in Equation (5) is applied to
the left gray image ml and right gray image mr respectively. In
the x-direction of gradient displacement with a static position
of y-direction, the gradient matching cost GM(p, d) is given
by Equation (6):

GM(p, d) = |ml(p)−mr(p− d)| (6)

where the pixel of interest’s coordinates is p and d denotes
the disparity value. The final value of the gradient difference
depends on the value which is not exceed the truncated value
at τGM . This is shown by Equation (7):

GM ′(p, d) =

{
τGM , if |GMnew(p, d)| > τGM ,

|GMnew(p, d)|, otherwise.
(7)

The matching cost function M ′(p,d) at this stage is the
combination of AD′(p,d) and GM ′(p,d) which is given by
Equation (8):

M ′(p, d) = αAD′(p, d) + (1− α)GM ′(p, d) (8)

where the α is added to control the gradient and color terms.
The α controls the sensitivity to radiometric differences. In this
work, the matching cost is added with the census transform
volume. This makes the final matching cost volume robust
against the illumination changes. The census transform uses
local information which computes the Hamming distance of
the bit string as given by Equation (9):

CN(p) = ⊗q∈wCN cen(p, q) (9)

where ⊗ operator refers to the bit-wise operation, p and q de-
note the pixel of interest and neighbouring pixels respectively.
The wCN is a support window and cen(p, q) represents the
binary function with the conditions as given by Equation (10):

cen(p, q) =

{
1, I(p) ≥ I(q),

0, otherwise.
(10)

where I(p) and I(q) are the pixel of interest and neighbouring
pixel values respectively. The Hamming distance is used to
calculate the difference between two bit strings (i.e., left and
right images) which is given by Equation (11):

CN ′(p, d) = Hamming (CN l(p)− CNr(p− d)) (11)

where CN l and CNr are the bit strings of left and right
images respectively. The final matching cost function M(p, d)

is given by Equation (12) which uses normalised cost function
as implemented by [21].

M(p, d) = 2− exp(−M ′(p, d))− exp(−CN ′(p, d)) (12)

B. Cost Aggregation

This stage is the most critical and significant process which
minimizing the matching uncertainties. It produces the overall
performance of the disparity map for local methods. From
cost matching step, the raw disparity values are very large
and too sensitive to noise. In this work, the guided filter is
selected because this filter is developed to reduce the noise and
preserve the edges. The left image is selected in this paper as a
reference and guidance to the process of filtering. The guided
filter is given by Equation (13).

Gp,q(I) =
1

|w|2
∑
q∈wk

(
1 +

(Ip − µk)(Iq − µk)

σ2
k + ϵ

)
(13)

I is the guidance grayscale image. The (x,y) coordinates
are replaced by p which represents the coordinates pixel of
interest in support window. The σ and µ are the intensity
value of variance and mean in a squared window of wk with
q indicates the neighbour pixels which centred at pixel k. The
w represents number of pixels in square window of wk. The ϵ
value represents the control element for smoothness term. The
aggregation cost at this step is given by Equation (14).

C(p, d) =
∑
q

Gp,q(I)M(p, d) (14)

C. Disparity Optimization

To obtain the accurate disparity map, this work computes
final disparity by choosing the minimum aggregated corre-
sponding value for every pixel utilized the WTA strategy. The
utilization of WTA strategy at this stage in local algorithms.
Through their findings, the disparity maps attained at this
process still encounter unmatched pixels or invalid pixels in the
occluded regions. Given Equation (15), the disparity related to
the minimum aggregated cost dp at each pixel is chosen. C(x,
y, d) means the cost aggregation acquired after the process of
cost aggregation and D represents the set of all valid which
allows discrete disparity values.

dp = argmind∈DC(p, d) (15)
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D. Post-processing

This final stage of the proposed algorithm consists of
occlusion handling, filling invalid pixels and filtering. The
occlusion detection is discovered by left-right consistency
check. This process is implemented from left to right disparity
map image coincides with the disparity map calculated from
the right to the left disparity map image. The result of this
process is the invalid and rejected pixels due to occluded area
or pixels at the plain regions. These invalid pixels are replaced
with a valid minimum value of the nearest of disparity value. It
should situated in the same scan line. Nevertheless, this filling
and replacing process will create unwanted pattern artifacts
on the disparity map. To remove that noise, the weighted of
bilateral filter is utilized as given by Equation 16. This filter is
an edge-preserving filter and is able to improve the disparity
map quality.

WMBF
p,q = exp

(
−|p− q|2

σ2
s

)
exp

(
−|Ip − Iq|2

σ2
c

)
(16)

where p is a pixel needs to be denoised using the weight of the
neighbouring pixel of q. The σs represents a spatial adjustment
parameter and σc corresponds to the color similarity parameter.
The p− q refer to spatial Euclidean distance and |Ip − Iq| is
the Euclidean distance in color space.

E. 3D Surface Reconstruction

The 3D reconstruction is based on the triangulation principle
as shown by Fig. 2 to estimate the depth Z given by Equation
17.

b

Z
=

(b+ xr)− xl

Z − f
(17)

where {Z, b, xl, xr, f} denote as {depth, stereo camera
baseline, left plane coordinate, right plane coordinate, focal
length} respectively. The disparity d and depth Z are given
by Equation (18) and Equation (19).

d = xl − xr (18)

Z =
bf

d
(19)

IV. EXPERIMENTAL RESULTS

The experiments are carried out on the platform of Window
10 on desktop PC with 3.2GHz processor and 8GB memory.
To evaluate the accuracy, the experimental images are using
a standard online benchmarking dataset from the Middlebury.
This dataset consists of 15 training images. The accuracy is
measured from the bad pixel percentage of non-occluded pixel
(nonocc) and all pixels (all). The parameters used in this
work were {τAD, τGM , α, wCN , wk, ϵ, σs, σc} with the values
of {0.02, 0.008, 0.18, 7× 7, 9× 9, 0.0001, 17, 0.3}. To test the
effectiveness of the combined matching costs, the experiment
on a single matching cost (i.e., TestAD) was also conducted
with the same parameter settings in the framework. Fig. 3
shows the 15 training images, ground truth and the disparity
map results after submitted to [22]. Based on the final results

of disparity maps, the scene objects situated at increasing
depth are assigned step by step to disparity values from nearer
to further based on the colours assignment.

Table I and II show the quantitative results of the Mid-
dlebury dataset. It shows that the proposed work is more
accurate than the TestAD (i.e., with the weight average dif-
ference nonocc=13.15, all=19.11). The achievement of the
proposed work has been analyzed with other local algorithms
in [22]. Based on the results, the proposed algorithm is among
the lowest of average errors which indicates the competitive
achievement of the proposed work. Fig. 4 shows the results of
3D surface reconstruction based on depth information from
the 2D disparity mapping. The disparity map used in the
reconstruction was a grayscale image. It shows that the higher
intensity value of pixels, the closer an object to the stereo
vision camera. Based on the disparity maps input, the proposed
algorithm displays more reliable surface reconstruction which
more pixels are correctly mapped compared to TestAD algo-
rithm. The TestAD algorithm produces high errors especially
on the low texture regions on the wall behind the sitting chair.

V. CONCLUSION

In this paper, a local-based stereo matching algorithm is
given. The experimental results demonstrated that the proposed
method has improved the accuracy. The proposed algorithm
is able to overcome the limitations of the AD algorithm.
The guided filter is used at the aggregation stage due to its
edge-preserving property. The optimization stage implemented
using WTA strategy with a minimum value of disparities
is selected. The left-right consistency checking and bilateral
filter at the post-processing stage reduces existing noise that
smoothed the final disparity map. The information from 2D
disparity mapping can be used for 3D surface reconstruction
based on the triangulation principle.
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